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1. 核心問題意識

三個領域共同關注的根本問題：

●     複雜性如何從簡單規則中湧現？
●     適應性與學習如何發生？
●     智能是否需要生物基質？
●     計算與生命的本質關係是什麼？

交集點： 三者都在探索「組織化複雜性」的產生機制
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2. 湧現的計算機制

● 2.1 從微觀到宏觀
– 跨尺度的湧現現象：
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2. 湧現的計算機制

2.2 湧現計算的實例
● 元胞自動機（CA）→ 神經網絡

– Wolfram Class IV CA：通用計算能力
– 卷積操作的局部連接類比
– 時空模式的湧現(e.g., 天下大勢，分久必合，合久必分；雨男)

● 群體智能 → 多智能體系統
– 蟻群算法與強化學習的結合
– 群體機器人的自組織行為
– 注意力機制的群體決策類比
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https://www.youtube.com/watch?v=wbPgoZ2d0Nw



  

3. 演化作為學習機制

3.1 達爾文主義的計算版本

●                                                       複雜系統
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3. 演化作為學習機制

3.3 集體決策的智慧
● 群體決策優於個體的條件：

– Condorcet 陪審團定理
– 多樣性預測定理
– 集體準確性的湧現

● AI 應用
– 集成方法（Ensemble Methods）
– 投票與共識機制
– 分散式訓練的理論基礎
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4. 生命與計算的邊界

強人造生命論題

● "生命是過程，而非物質。任何能 實現相同過程組織的系統都是活的。夠 "
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https://www.myoops.org/ted_detail.php?id=203 

https://www.myoops.org/ted_detail.php?id=203


  

4. 生命與計算的邊界

爭議點：
● 生命是否等價於計算？
● 計算是否等價於過程？
● 語言是否等價於計算？
● 沙文主義（碳 Carbon Chauvinism）：只有 基生物能計算。碳
● 濕體 (Wetware) 與 基的差異是否本質？矽
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4. 生命與計算的邊界

連續體觀點：

病毒 → 細菌 → 多細胞生物 → 社會性昆蟲 → ?AI系統?
● 評估準則：

– 自主性（Autonomy）
– 適應性（Adaptation）
– 複製能力（Reproduction）
– 代謝（Metabolism）
– 演化能力（Evolvability）
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5. 研究方法論

5.1 跨學科整合

● 必要的知識背景：
– 動力系統理論
– 演化生物學
– 資訊理論
– 統計物理
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● 必要的知識背景：

● 計算神經科學

● 機器學習理論

● 生成語言學



  

5. 研究方法論

5.2 跨領域的困難

● 方法論挑戰：
– 術語與概念的對應
– 不同抽象層次的橋接
– 實驗設計的複雜性
– 不同領域的對話困難
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6. 當前研究前沿

6.1 世界模型（World Models）

● 架構：
– 視覺編碼器（V）
– 記憶 RNN（M）
– 控制器（C）
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● 與複雜系統的連接：
– 預測作為適應的基礎
– 內部模型的演化
– 想像與規劃的計算基礎



  

6. 當前研究前沿

6.2 因果湧現（Causal Emergence）

● 宏觀尺度的因果效力
● 有效資訊（Effective Info）的測量
● 弱/強湧現的區分

對 AI 的意義：
● 表面的因果結構
● 可解釋性的層次
● 抽象的計算角色是本體論地否存在？(或是認識論地存在？)
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1. 核心問題意識

三個領域共同關注的根本問題：

●     複雜性如何從簡單規則中湧現？
●     適應性與學習如何發生？
●     智能是否需要生物基質？
●     計算與生命的本質關係是什麼？

交集點： 三者都在探索「組織化複雜性」的產生機制
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7. 理論統一的嘗試

7.1 生命的熱力學理論

● Schrödinger "What is Life?"：
– 負 與有序熵
– 遺傳密碼

● 現代發展：
– 非平衡態統計力學
– 最大熵產生原理
– 耗散適應（Dissipative Adaptation）
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7. 理論統一的嘗試

7.2 預測處理統一框架

● 階層預測編碼：
– 大腦作為預測機器
– 生命作為預測的過程，亦是計算的過程？
– 演化的預編碼
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7. 理論統一的嘗試

7.3 計算複雜性理論

● Kolmogorov 複雜性：
– 最短描述長度
– 壓縮與預測的等價性

– 奧卡姆剃刀的形式化
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● 湧現的定義：

- 計算不可約性

- 強 /弱湧現的區分

- 複雜性階層



  

8. 實驗設計思考

8.1 驗證湧現的實驗

● 如何區分真湧現與表觀複雜性？
– 測量指標的選擇
– 對照組的設計
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● 可能方向：
– 因果干預實驗
– 資訊流分析
– 跨尺度觀察



  

8. 實驗設計思考

8.2 人造生命的開放實驗

● 虛擬環境：

– Avida、Tierra 的後繼
– 開放世界模擬器 (e.g., minecraft)
– 多層演化平台
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● 機器人實驗：
– 長期演化實驗
– 身體 -大腦共演化 (具身 )
– 真實物理的約束 (真世界，

非模型 )



  

9. 方向的整合

9.1 何為心智？何為智能？

● 爭論：
– 複雜系統可完全還原 ？嗎
– 湧現現象的本體論地位該堅持？還是可
以改為認識論？
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● 對 AI 的意義：
– 符號主義 vs. 聯結主義
– 模組化 vs. 端到端學習
– 多尺度建模的必要性



  

9. 方向的整合

9.2 目的論的再興起 

(但這是錯的！小心，不要扮演上帝！ )

● 演化中的目的性：
– 目標導向行為無需設計者
– 吸引子作為"目的"
– 遠程因果（Teleology）的自然化
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● AI 中的目標：
– 目標函數是誰設定的？
– 在目標的湧現
– 價 對齊問題的本質值



  

10. 跨領域案例研究

10.1 LLM 的規模湧現

● 量變到質變：
– 小模型：模式匹配
– 大模型：推理、創造、理解？
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● 湧現能力：
– Few-shot learning
– Chain-of-thought 

reasoning
– 指令跟隨

● 未解問題：
– 何時何地才會湧現？
– 可預測 ？嗎
– 理解 vs. 模仿？



  

10. 跨領域案例研究

10.2 波士頓動力的機器人

● 具身智能的實踐：
– 動態平衡與恢復
– 地形適應
– 多模態整合
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● 與傳統 AI 的差異：
– 實時反應的優先性
– 物理定律的硬約束

– 感知 -動作的緊密耦合



  

11. 未來技術方向

11.1 神經符號整合

● 兩種範式的優勢：                                 NeuroSymbolic AI
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11. 未來技術方向

整合嘗試：

● Neural Module Networks
● Differentiable Programming
● Probabilistic Programming
● Loki NLU System
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11. 未來技術方向

11.2 持續學習系統

● 生物 發：啟
– 海馬迴的記憶鞏固
– 睡眠的重播機制
– 神經發生的作用
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● 技術方法：
– 動態知識圖譜
– 語境感知設計
– 程式重載



  

13. 總結與展望

13.1 回顧

● 複雜系統教我們：
– 簡單規則 → 複雜行為
– 整體 ≠ 部分之和
– 湧現是普遍現象

● 人造生命教我們：
– 從能量角度來看，生命是過程，非物質
– 演化是強大而簡單的預載算法
– 自組織是結果，無需設計
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● 人工智能教我們：
– 智能可以工程化
– 學習是核心能力
– 表現是商業成功的關鍵，

不一定是科學前進的關鍵



  

13. 總結與展望
13.2 整合的願景

1. 適應性系統的通用理論
● 預測、學習、演化的統一
● 湧現的計算理論 : Algebraic Mind

2. 新一代智能系統
● 自主、適應、演化
● 具身、社會性、開放式
● 生物級效率與 Robustness

3. 理解型的自然智能
● 大腦作為複雜適應系統
● 生命的計算本質
● 意識的湧現機制
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作業

理論作業：

分析兩個特定系統（如蟻群、神經網絡）的湧現特性

程式作業：

實現並擴展 Game of Life
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